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Chapter 7
| Multiple Regression Analysis

Multiple regression analysis (MRA) is 4 statistica) technique for estimating unknowg
data on the basis of known and available dara. MR j the workhorse of mass
appraisal. It can be ysed 1o help determine the relationship benyeen B0 variables,
for example, between sale Price per unit and time of sale or between percent good
and effective age, as illustraged in Chaprer 4, “Key Issues in Mass Appraisal » Ata
more sophisticated leve], MRA can be ysed to estimate marker valy e or income
parameters (rent per upjt, eXpense ratios, gross income multipliers, and Capitalization
rates) from an analysis of many variables, Thjs chapter provides 4 Primer on MRA
in mass appraisal and provides the bridge between the mass Appraisal concepts and
methods desctibed previously and the specification and calibration of MRA models
for varioys Property types taken up in Chapters 8, “L.and and Residentia] Modeis,”
and 9, “Commerciq] Models.”

S= bo"'lea +&2Xz+ et b X

’ "
 where
S = sale price (dependent variable)
X, X, .. .,){p = the independent variables
bb, ..., b,= coefficients or Prices assigned by the algorithm to the independen;
variables

b, = a constane determined by the algorithm.
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where

X, = square feet of living area
X, = effective age.

In this case, !’o is 45,600, b, is 124.20, and b, is -

) ression Data

Tea Sale
o : S::::E Price__
1,400. For a house with 3 il 750 | 109,500
square feet and an effective age of 15 years, the predicted value is 3 778 | 7590
§'= 45,600 + (124.20 x 2,000) - (1,400 x 15) I o
8= 45,600 + 248,400 - 21,000 = 273,000. -;x: 1;20 160,000
The coefficients calculated for the variabjes are derived from sales analysis anc ~ 5 | e | 100,00
reflect their respective contributions to the estimation of sale price. A more realish L7 | e | el
example would contain additional independent variables. B | 3 1,00 | 9450
As with any valuation technique, accurate MRA models require reliable marke g | 1350 | 14000
and property characteristics data, MRA tends to work well when sales are suffici 2 w0 | e |18
and property characteristics are coded consistently. Predicted values are particul 1y | [ ' 1500 | 1693
accurate for parcels with typical characteristics, Predicred values for parcels with, ';I_' 12 | 155 | 1300
atypical characteristics can have high margins of error and should be reviewed. | 1.5522 1211:511
= 17 !
3 11: 1750 | 159
Theory and Method e |
The objective of MRA applications of the sales comparison approach is to model :-; :’;ﬁ 146,
the relationship between property characteristics and value, so thar unknown. 19 | 210 |18
property values can be estimated from known property characteristics. Using the 5 | 2297 l 145
35 sales in Table 7-1, Figure 7-1 graphs the relationship benween living area and ; S50 | 228
sale price and fits a trend line to the dara. The sale price of an unsold property can # 2212 2:504 16¢
be estimated by noting its size and reading the corresponding estimated sale price 3 | 250 |18
from the trend line. For example, to estimate the value of an unsold house with 0 | 250 |2
2,000 square feet of living area, a vertical reference line is drawn ar 2,000 square % 1638 |
feet. Then a horizontal reference line i drawn through the point at which the % | am |2
vertical line incersects the trend line. This process is illustrated by the dashed lines g |28 |
in Figure 7-2. The estimated value of the house js approximately $170,000. 8 | 2940 |2
Regression analysis fits the trend line 1o the data using the principle that a 39 | 3042 |2
straight line can be determined by one point on the line and its slope. In fact, the 30 | 310 |:
regression equation to estimate sale price based on only one independent variableis : 31 | 3288
S=b,+6X, 2) 1 3 | 340
3 3 349
A1 34 | 3740
k. 3 | 3910

[ornr—
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is large. One means of minimizing Ye? is to add additional variables. In Fj lirds 9U
and 7-2, some points lie below the regression line because they represent properi#
with negative features, such as minimal construction quality or poor physical copfl
tion. Other poins lie above the line because they represent properties with p
attributes, such as above-average construction quality or good physical conditiof

The model might be respecified as

VI=b+ bX+6X+b6X,
where

X, = construction quality

X, = physical condition.

Again, MRA would calculate the regression coefficients by b, b, and ba to minimi'zﬁg_l_i '
2e?, where, in this case, the predicted values are a function of living area, construction ¥

quality, and physical condition. Note thar the importance of any one variable in thé’
regression equation is directly related 1o its contribution in reducing Xe?,

Evaluation of Regression Results

Users of MRA should be familiar with key staristics char help evaluate the accuracy

and reliability of models. Some of these are measures of goodness of fit and relate
to evaluation of the predictive accuracy of the equation. The most important are
the coefficient of determination (8%, the standard error of the estimare (see), the
coefficient of variation (COV'), and the average percentage error. In different ways,
each indicates how well the equation succeeds in minimizing 2’¢? and predicting
the dependent variable. Orther regression statistics relate to the importance and
reliability of individual variables in the model. They include the coefficient of
correlation (r), t-statistic, F-statistic, and beta coefficient.

Coefficient of Determination

The coefficient of determination, &2, is the percentage of the variation in the
dependent variable explained by the regression model. Assuming that no records
are kepe of the physical description, site amenities, or other characteristics of
properties, other than sale prices, how would the market value of any given property
be estimated? One obvious answer is the average sale price. For properries that have
sold, the sum of the squared errors, SSE, associated with this estimare s

SSE=3(S, - §) (5)
where S = the average sale price,
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]-'-Va\ue

¢ Fvalue is direct
mchvtdual regressior
F—Vﬂlues are based o

f-Statistic

The ¢-statistic is a measure of the significance or importance of a regression varizila
in explaining differences in the dependent variable (sale price). It is calculatedi
the racio of the regression coefficient, b, 1o its standard error, s. (not to be confiiseg

with see): g F = variance exj
=b +5. i wal variance
t bJ 5 (ﬁh L Additior -
| unexplained vari
The standard error of 4, 5 is akin to a standard deviation; it measures the erm 5 -
i’ yariance, the mo

associated with using 6, as an estimaror of the true but unknown refationship betweer :.
X and the dependent variable in the model. .

When ¢ is large, we can be confident that X is a significant predictor. -b.
versely, when ¢ is small, we cannot reject the null hypothesis that 4, = 0 and thus)

can be of the varia
case with the #vd
importance of an

er variables
we cannot conclude that X is an important predictor. However, this does not mczn.l. ; all oth ).
. ion
that X is not correlated with the dependent variable. The £-value measures the mar- equl;t MRA, the
ginal contribution of an independent variable in predicting the dependent variablel g
when all other variables included in the model are held constant. Because some. F=t.
variables duplicate information provided by others, they may be highly correlated Thac is, the Fov:

with sale price, but are insignificant predictors as indicated by their #-values. Con-
versely, other variables possess the peculiarity of predicting sale prices in combina-
tion, although individually none may be highly correlated with sale prices. e

The significance of #-statistics can be evaluated by reference to a # table (see -
Table A-2 in Appendix A}, where degrees of freedom = 7 - p - 1 and p is the num-
ber of independent variables in the model. In general, provided that sample size is
large (at least 50), a #-value in excess of +2.00 indicates that we can be 95 percent

F-values of app
the 95 percent ¢
: confidence leve

a3 Some regre:
; B- both measure t
one or the oth

confident that 4, = 0 and therefore that X is a significant predictor variable. Simi- = & ‘ - changed t0
larly, a rvalue in excess of +2.58 indicates ‘that we can be 99 percent confident that '% 1
X is a significant predictor. Most statistical software reports a probability startistic k Beta Coe
at indicates the significance of the #-value, sparing the need to reference a r-table. % 3 Bera coefficie
For the 35 sales in Table 7-1, the regression coefficient for square feet of living ~ /f importance o
area is 61.884 and the standard error is 6.799 (see Table 7-2). Thus the #-value is g ; variable. Bet
t=61.884 + 6.799 = 9.102. ) independent
_ of one. Fore
The associated significance value, namely 0.000, is the probabilicy that b;= 0, that . 3 by its standa
is, that square feet of living area is 0z a significant predictor of sale price. Thus, in q or leverage
this case, we can be virtually 100 percent confident that square feet of living area is 1 coefficients
a significant predictor of sale prices. L dependent”
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F-Value
gression variable | Th§ {’-value is dll'.ECdy' re:lated to th.e t-.value and is also used to test whecher of not
" is calculated as md;}udual regreszllon v?lnabl?s are significant predicrors of the dependent varigb]e,
ot to bc conﬁ.lSCd -values are based on the ratio

F = variance explained by)é + unexplained variance.

(17)

the inclusion of X, reduces
the larger this amount relative to unexplained

(16) Additional variance refers to the amount by which
~easures the error ' unexplained variance. Obviously,

ationship berween : variance, the more imp(.)r[:fnt is _X;,.in redl'zci.ng 2e? and the more confidexlu we

1 can be of the variable’s significance in predicting the dependent variable. As js the
¢ predictor. Con- : case with the r-value, however, the Fvalue provides a measure of the marginal
at b, = 0 and thus R importance of an individual var

iable in explaining the dependent variable when

all other variables are also taken into account (by including them in the regression

equation),

his does not mean
measures the mar-
lependent variable

In MRA, the F- and values are mathematically related:
int. Because some E 3

E B F=r (18)
» highly correlated E B ) . _ o
t-\ : r-values. Con-' (NS That is, the Fvalue is the square of the #-value. Provided that sample size is large,
i i combin E Fovalues of approximately 4.0 or larger indicate thar a2 variable is significant at
P:ﬁ e the 95 percent confidence level. Again, the probability staristic indicates the exact
y mPa ¢ table (see i confidence level.
ce d pis the nuns £ Some regression programs report t-values, and others report F-values. However,
cand p le size is r both measure the same thing, and some software gives the user the ability to select
. that sample siz 2 .
. can be 95 percent A one or the other (SPSS sofrware reports -values by default, alchough this can be
’ car variable. Simi- " changed to Fvalues in syntax modc).
cto . .
cent confident that g I :
probability statistic ij L Beta Coefficients
y referencea f’ff‘l?lc'__ 5 FII'- Beta coefficients are standardized regression cocfficients that measure the relacive
square feet of viog S importance of the independent variables jn explaining or predicting the dependent
Thus the s-value is e = variable. Beta coefficients are obrtained by transforming the dependent and
. independent variables so that they all have a mean of zero and standard deviation
0.l i of one. For each variable, this is accomplished by subtracting its mean and dividing
ility that bj =U a8 : by its standard deviation. A beta coefficient, B, thus measures the relative influence
f sale price. Thus, 1058 ) s

or leverage that an independent variable exer
coefficients can be loosely thought of as repres
dependent variable associated with a percentag

ot i ts on the dependent variable, Beta
iving arca 158 ) :
: feet of living arcA =8 enting the percentage change in the

e change in the independent variable

A
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with all other variables held cons

tant. Beta coefficients are relared fo et
coefficients by the formula

Bi=bx(s.s),
where
5= the standard deviation of X

e J . .
5, = the standard deviation of the dependent variable in the model.
(In a one-variable lincar regression, B. equals the correlarion coefficient betus
the independent and dependent variables.) 3

Beta coefficients are useful in evaluating the relative importance of indeper

variables in the model. Assume the dara shown in Table 7-4 for che variables §
(square feet of living area), QUAL (construction quality), and EFFAGE (effe
age). Because all three variables are measured in different units, their regre:

coefficients cannot be meaningfully compared. However, based on their
values, we can conclude that SFLA

by EFFAGE, and then QUAL.

Table 7-4. Betq Coefficients
for Three Variables

Variable | Mean [ Coefficient Beta
SFLA 1,534 84.68 585
QUAL 3.48 15,459 .83
EFFAGE 3310 =2,785 —.266

Stepwise and Backward Regression

Model builders have several options in applying MRA. The default method in most
software is automatic inclusion of all candidare variables. Tivo useful alternatives

that filter redundant or otherwise insignificanc variables are stepwise regression and
backward regression.

In stepwise regression,
predictors have been inclu
most highly
is performed,

variables are entered one ar a
ded. The variable entered firsc
correlated with the dependent variable. A
the residuals (errors) are saved internally,
determine the remaining variable most highly correlate
reduce the errors from the firse model. Suppose thar thi
regression is performed with X, and X, as independent

time until a] significant
» say, X, is thar varjable
least—squares regression
and a search is made to
d with and thus able to
s variable is X,- A second
variables, The remaining
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o ,; : [ variables are searched o determine which has the highest correlation with the
E g residuals from the secong fegression. That varjable say, X, is then included i
& a third regression. The Process continues unf 4] Variables have b
or the femaining varizbles foj] to m

(19)

€et some predetermined sigﬁiﬁcance lével
> Which implies 95 Percent confidence, is the mq

iel.

icient between

€ set stricter than che significance leye]
for retention 1o prevent the repeated ep

try and removal of the Same variable,)
findependent The procedure eliminates insignificant variables and helps prevent the model from
orin blp SFLA being more complex than necessary,
\:g; (Zsﬂ'ective In backward elimination, the algorithm b

egins with all variabjes and iteratively
eliminates those thy; are not significant while addjp,

eliminated bug subsequently achjeve significance. Aside from the possibility of 4
variable being deleted and then added back

ables in the same order that th . Stepwise regression
outpur, on the other hand, Jigs variables in the se i i

final model, so thar the most i ignifi
the least significant are listed last.

For illustrative purposes, consider the statistics fo
inTable 7-5, The mean sale price is $255,89g
variables. Some of these, such as SF1 A and FINBSMT. are
QUAL is a discrete (categorical) qualitative variable. The 4;
Mmasonry exterior, and neighborhood varigh]e
or condition is present and 0 if not. For the
Percentage of cases with he feature. For

have ajr conditioning, 9.8 percent have swimming pools, and 10.6 percent have

nasonry exterior walls, In th cxample, neighborhood 403 represents the base,
OF reference, neighborhood. Ir is 4 neighborhood wigh, typical sale prices and good

‘marke activity. Regression coeflicients determined for the other neighborhoods

heir regression
on their beta
nodel, followed

s¢ variables, the mean represents the
example, 29.7 percent of the homes

AL s are particularly strong. The matrix also reveals potential informarion over-
ar . . . . . M
Aaps
Ry L " Of interrelationshjpg among the independen v,
iS X:" =

S rather highly correly
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Linear regression. A kind of statistical
analysis used to investigate whether a de-
pendent variable and a set of one or more
independent variables share a lincar
correlation and, if they do, to predict the
value of the dependent variable on the ba-
sis of the values of the other variables.
Regression analysis of one dependent vari-
able and only onc independent variable is
called simple lincar regression, but it is the
word simple (not lincar) that distinguishes
it from multiple regression analysis with
its multiple independent variables.

Listing. The process by which the asses-
sor ensures that records for the taxable
property identified during discovery ar¢
preserved with integrity, available for use
in valuation activities, and ultimately
reflected in the assessment roll.

Locational obsolescence. A component
of economic obsolescence; loss in
value duc to suboptimal siting of an
improvement.

Location variable. Avariable, suchasthe
distance to the nearest commercial districtor
the traffic count onan adjoining street, that
seekstomeasurethe contribution ofloca-
tional factors to the total property value.

Logarithm; log. The number that, when
used as an exponent for another number
(called the basc), resultsina third number of
some practical interest (called the an-
tilogarithm). There are two bases that are
used with any frequency; the base 10
produces what are called common
logarithms, and the base 2.71828 (¢)
produces what are called natural logarithms.
For example, logyp100 = 2; 10° = 100.
Logarithms were origin ally used to simplify
complex calculations involving multiplica-

PROPERTY APPRAISAL AND ASSESSMENT ADMINIS
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tions inasmuch as two
multiplied by adding their log
taking the antilog of the result: :
are also used as means of t
variables in regression analysis.

Log-linear relationship. A correl
between two variables such thabd
value of one variable changes by a ceg
percentage, the value of the other chian
by a certain amount. (Recall that!
arithms permit multiplication to be
by means of adding logs.) For exm;gh.
there is a log-lincar relationship betweens
x and y in the following sequence: '

x 5 6 7 8
y 20 30 45 675

Long run. A planning peried long enoughs =
for a firm to be able to vary quantities off
all resources it uses.

Macroeconomics. The cconomics of the
cconomy as a whole—the forces causing
recession, depression, and inflation to-
gether with the forces resulting in eco-
nomic growth.

Mann-Whitney test. A testin inferential
statistics, similar to the Kruskal-Wallis
test, that secks to determine whether the
differences in values between two scts of
observations from any population are
statistically significant.

Map book and page system. A system
for parcel identification in which a code
(usuatly numeric) is used to identify each
parcel, each code containing four clements:
the volume or book of maps in which the
parcel is to be found, the page on which
it is to be found, the block, and the in-
dividual parcel on the block.
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