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1 Chapter 7
§ Multiple Regressjon Analysis

.'--t"""-"l-‘-w.h-k_. i

for example, between sale Price per unit and rime of sale or between percent good
and effective age, as illustrated i Chaper 4, “Key Issues in Mass Apprajsat Ata
more sophisticared Jeve], MRA can be yseq to estimate marker valyeq or income
parameters (rent per ynje, CXpense ratios, gross income multipliers, and capitalization
rates) from an analysis of many variables, Thjs chapter prov

for various Property types taken up in
and 9, “Commerecial Models.”
MRA models can be additive, multiplicative, or hybrid. Additive models are the
t flexible bur the simplest and mog; common. This chapter illustrates MRA using
~ additive mode| structures and then discygses multiplicative and hybrid models,
The general Structure of an addjtive MRA mode! i which sale price is the
.~ dependent variaple is
S=50+6EXI+5‘,X2+...+5PXP, (1)
~ where
B 5=l Price (dependent variable)
X, Y, S XP = the independeng variables
b,b, ..., 5F= coefficients or prices assigned by the algorithm to the independent
variables

b, = a constant determined by the algorithm,

illustrarion, consider the €quation,
- 5=45,600 + 124.29 XX - 1,400 x x
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where ?'7--1 ' Data
X, = square feet of living area _ ..__?__s'on--s—aT;"
X, = effective age. : ) _S‘::::e Price
In this case, & is 45,600, b, is 124.20, and b, is -1,400. For a house with o 750 | 105500
square feet and an effective age of 15 years, the predicted value is O T
§= 45,600 + (124.20 x 2,000) - (1,400 x 15) 1 3 |0 | 13200
o | 924 | 105000
S = 45,600 + 248,400 - 21,000 = 273,000, : " | 00 | 100000
The coefficients calculated for the variables are derived from sales analysis _- 6 | 1116 | 100,00
reflect their respective contriburions to the estimation of sale price. A more res 70 | 1090 | 129,80
example would contain additional independent variables. : g 1202 | 9450
As with any valuation technique, accurate MRA models require reliable ma g | 1,350 | 140.00
and property characreristics data. MRA tends to work well when sales are sufficiey g0 | 1 |18
and property characteristics are coded consistently. Predicted values are particular] 33 | 1500 |69
accurate for parcels with typical characteristics, Predicred values for parcels wit :
atypical characteristics can have hi

1| 1585 | 1300
B o] o1es0 | 195

: o | e | 290
Theory and Method |

45 | o | osos
t o 1 100 |ess

The objecrive of MRA applicarions of the sales comparison approach is to model|

the relationship berwee

gh margins of error and should be reviewed.

T IR ALY
- ; I oe | e e
n property characteristics and value, so thac unknown. 19 | 210 | 185
property values can be estimated from known property characteristics. Using the 0 | 27 |45
35 sales in Table 7-1, Figure 7-1 graphs the relationship between living area and 2450 | 22¢
sale price and fits a trend line to the data. The sale price of an unsold property can _ 2212 2"504 16!
be estimated by noting its size and reading the corresponding estimated sale price 7 | 252 |8
from the trend line. For example, to estimate the value of an unsold house with 4 | 2590 |2
2,000 square feet of living area, a vertical reference line is drawn ar 2,000 square ! 35 | 2638 | M
feer. Then a horizonal reference line js drawn through the point at which the % | am |
vertical line intersects the trend line. This process is illustrated by the dashed lines 5 | 28 |1
in Figure 7-2. The estimated value of the house is approximately $170,000, g | 290 |2
Regression analysis fits the trend line to the data using the principle that a .- 0 | 3042 |2
straight line can be determined by one point on the line and jts slope. In fact, the 3 | 310 |:
regression equation to estimare sale price based on only one independent variable is _ : 31 | 328
: 3,430
S=b,+6X, (2) ; 33; e
14 3,740
35 | 390 |
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. One of the

is large. One means of minimizing Zef is to add addirtional variables. In Figliress b the dist
and 7-2, some points lie below the regression line because they represent p il asd be able
with negarive features, such as minimal construction quality or poor physical cond j'.5!’_‘°ul 4. Tt
tion. Other points lie above the line because they represent properties with posiag J Figure 7;31'1 i
attributes, such as above-average construction quality or good physical conditio e gene AB): F

The model might be respecified as .' ?:jgcl:e sai;i i

VI = b+ bX,+ b X+ bX

- , i
g e ) .Iegfe-sSlon ll

where Figure 7-4
X, = construction quali
3 quality
X, = physical condition.
in, MRA would calculare the regression coefficients &, 4, b,, and &, to minimize
L] - - g - 0 1 - ._ 3 1 "y
2e?, where, in this case, the predicted values are 2 function of livin area, constructios
i P g )
quality, and physical condition. Note that the importance of any one variable in the

regression equation is directly related to its contribution in reducing Xe?.

Evaluation of Regression Results

Users of MRA should be familiar with key staristics thar help evaluate the accuracy,
and reliability of models. Some of these are measures of goodness of fit and relate
to evaluation of the predictive accuracy of the equation. The most imporrant are
the coefficient of determination (R?), the standard error of the estimare (see), the
coefficient of variation (COV), and the average percentage error. In different ways,
each indicates how well the equation succeeds in minimizing 3.e? and predicting
the dependent variable. Other regression statistics relate to the importance and
reliability of individual variables in the model. They include the coefficient of
correlation (r), #-statistic, F-statistic, and beta coefficient.

B k: NCV'

Coefficient of Determination = ‘:“[‘;‘::':

The coefficient of determination, R?, is the percentage of the variation in the Y bz

. . . ) : line th:

dependent variable explained by the regression model. Assuming that no records 8 repressi
are kept of the physical description, site amenities, or other characteristics of uE -

properties, other than sale prices, how would the market value of any given property S8 SS.
be estimated? One obvious answer is the average sale price. For properties that have E The &

, . . . . By ¢
sold, the sum of the squared errors, SSE, associated with this estimate is ] exphais

SSE=3(S,- §) (5) | the pe
where § = the average sale price.

53




—

' - M Muldple Rege
Fundamentals of Mass Appg prer7 B Muldple

F-Value
.' Lo Fovalue is direct
'&ividual regressior

. f_yalues are based 0

F = varniance ex{

f-Statistic

The #-statistic is a measure of the significance or importance of a regression varigh
in explaining differences in the dependent variable (sale price). It is calculare
the ratio of the regression coefficient, 4, to its standard error, 5. (not to be conffigg
with see):

t = 17} + 5, . A ﬂddiﬁ‘mﬂl variar.me
) fﬁﬁtxplﬂjned variar
;_\rariancﬁ, the mo.[f;
can be of the varia
~ case with the #-va
ﬁnportancc of an

The standard error of 4., 5., is akin to a standard deviation; it measures the errof
associated with using &.as an estimaror of the true but unknown relationship between
X and the dependent variable in the model.

" When ¢, is large, we can be confident that X is a significant predictor. Cons
versely, when ¢, is small, we cannot reject the null hypothesis chat b, =0 and thus

1 riab'les
we cannot conclude that X, is an imporrant predictor. However, this does not mean] all Otl}e:;a
that X is not correlated with the dependent variable. The #value measures the mar- equalqul',\A the
ginal contribution of an independent variable in predicting the dependent variable! n
when all other variables included in the model are held constant. Because some: F=1t%.
variables duplicate information provided by others, they may be highly correlated:” That is, the F-ve

with sale price, but are insignificant predictors as indicated by their #-values. Con-:
versely, other variables possess the peculiarity of predicting sale prices in combina-
tion, although individually none may be highly correlated with sale prices.

The significance of rstatistics can be evaluated by reference 1o a # table (see
Table A-2 in Appendix A), where degrees of freedom = # - p - 1 and p is the num-
ber of independent variables in the model. In general, provided that sample size is'
large (at least 50), a #-value in excess of +2.00 indicates that we can be 95 percent

F-values of app
the 95 percent¢
confidence leve
Some regre!
both measure t
one of the oth

d to F»
confident that bj = 0 and therefore thath is a significant predictor variable, Simi- change
larly, a #-value in excess of +2.58 indicates that we can be 99 percent confident that
X is a significant predicror. Most statistical software reports a probabilicy statistic Beta Coe

that indicates the significance of the #-value, sparing the need to reference a ¢-table.
For the 35 sales in Table 7-1, the regression coefficient for square feet of living
area is 01.884 and the standard error is 6.799 (see Table 7-2). Thus the -value is

Beta coefficie
importance o
variable. Bet

£= 61.884 « 6.799 = 9,102, ‘;‘Ed;fl’:“gjf :
The associated significance value, namely 0.000, is the probability that 4. = 0, thar by its standa
is, that square feet of living area is 7ot a significant predictor of sale price. Thus, in : or leverage
this case, we can be virtually 100 percent confident that square feet of living area is : coefficients
a significant predictor of sale prices. i dependent”
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egression variable
It is calculated as :
jot to be confused |

(16)

AT T

measures the error
lationship berween

TR =

nt predictor. Con- g &
1at & = 0 and thus
this éloes not mean
measures the mar-
dependent variable :
ant. Because some =
e highly correlated
their #-values. Con-
prices in combina-
1 sale prices.
1ce to a ¢ table (see
1 and p is the num-
d that sample size 1s
e can be 95 percenti &
ictor variable. Simi-= =
rreent confident tha.t';
probability statistic S
.o reference a t-table:
- square feet of liv'. :
Thus the f-valueis

i
§

oility that b) =0,
>f sale price. Thugf-_
e feet of livingraredls

Chapter 7 B Mulriple Regression Analysis

F-Value
The Fvalue is directly related to the f-value

individual regression variables are significan
Fvalues are based on the ratio

and is also used to test whether or.not
t predictors of the dependent variable.

F = variance explained by).: + unexplained variance.

(17)
y which the inclusion of X, reduces
the larger this amount relative 1o unexplained
X in reducing Ye? and the more confident we
ce in predicting the dependent variable. As is the
the F-value provides a measure of the marginal
iable in explaining the dependent variable when
into account (by including them in the regression

Additional variance refers to the amount b
unexplained variance. Obviously,
variance, the more important is
can be of the variable’s significan
case with the #-value, however,
importance of an individual var
all other variables are also taken
equation).

In MRA, the - and #-values are mathematically related:

Fep

(18)
That is, the Fvalue is the square of the s-value. Provided that sample size is large,

F-values of approximarely 4.0 or lar

ger indicate that a variable s significant at
the 95 percent confidence level! Again, the probability statistic indicates the exact
confidence level.

Some regression programs teport -values, and others repore Fovalues. However,
both measure the same thing, and some software gives the user the ability to select

one or the other (SPSS sofrware reports t-values by defaulr, although this can be
changed to F-values in syntax mode).

Beta Coefficients

Beta coefficients are standardized regression coefficients that measure the relative
importance of the independent variables in explaining or predicting the dependent
variable. Beta coefficients are obrained by transforming the dependent and
independent variables so that they all have a mean of zero and standard deviation
of one. For each variable, this is accomplished by subtracting its mean and dividing
by its standard deviation. A beta coefficient, B, thus measures the relative influence
or leverage that an independent variable exerts on the dependent variable, Bera

coefficients can be loosely thought of as representing the percentage change in the

dependent variable associared wich a percentage change in the independent variable
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with all other variables held constant. Beta coeffi

cients are relared o,
coefficients by the formula £

* -

B,
where
5= the standard deviation of X

- . J . -
5, = the standard deviation of the dependent variable in the model.

(In a one-variable linear regression, B equals the correlation coefficient beggg
the independent and dependent variables.)

Beta coefficients are useful in evaluarin

variables in the model. Assume the dara shown in Table 7-4 for the variables'SE]
(square feet of living area), QUAL (construct

age). Because all three variables are measure
coefficients ca

g the relative importance of indene

d in different units, their reg

nnot be meaningfully compared. However, based on Lheu;
values, we can conclude that SF

by EFFAGE, and then QUAL.

Table 7-4. Betqg Coefficients
for Three Variables

Variahle | Mean | Coefficent Beta
SFLA 1,534 84.68 585
QUAL 3.48 15,459 .183
EFFAGE 3310 —=2,785 -, 266

Stepwise and Backward Regression
Model builders have several o

software is automaric inclusion of all candid
that filter redundant or otherwi

se insignificant variables are stepwise regression and
backward regression,

In stepwise regression, variables are entered one ar a
predictors have been included. The va

most highly correlated with the de
is performed, the residuals (errors)
determine the remaining variable

reduce the errors from the first mo
tegression is performed with X an

time until ajl significant
riable entered firse, say, X, is that variable

pendent variable. A least-squares regression
are saved internally, and a search is made 1o
most highly correlated with and thys able to
del. Suppose that this variable is X,. A second
d X, as independent variables, The remaining
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ion quality), and EFFAGE (.. ety

LA is the dominant variable in the model, followed

ptions in applying MRA. The defauls method in most 3
ate variables. Two useful alternatives

o 1 Muldiple F

.-'lr es are seaf

% .als &Dm.t}

significan
retention t(

“The procedure
‘heing more col

In backwar

B é]j.l]:liﬂates thO?
'~ dliminated bu
. variable being

ablesin thesa
output, on th
final model, ¢
the least sign’
For illust
in Table 7-5.
variables. So
QUAL isa-
masonty exi
or conditiol
percentage
have air co
masonry €
or l-gﬁ’renCE
market act
thus reflec
Table
tion coeff
PRICE, a
QUAL ar
laps or 10
is rather !
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«d to regression

(19)

sdel.

Ficient berween

: of independent
: variables SFLA

FAGE (effective 4

their regression

1 on their beta. 4
model, followed:

or condition is present and 0 if not. For these variables

have ajr conditioning, 9.8 percent have swimming pools,

(The significance level for entry must be set stricter ghan
for retention 1o Prevent the repeared entry and removal o
The procedyre eliminates insignificant variabjes and helps p
being more complex than necessary,

In backward elimination, the algorithm beg;
eliminares those thar are noc significant while adds
eliminated buc subsequently achieve significan
variable being deleted and then added back, b
ables in the same order that the modele; listed or entered them. Stepwise regression
output, on the other hand, Jises variables in the sequence in which they entered che
final model, so thar the most imporranc or significant variables are listed first and
the least significant are listed last,

For illustrative Purposes, consider the starisrics for 667 residentia] sales
inTable 7-5. The meap sale price is $255,898, an

the significance level
f the same variable,)
revent the mode] from

ce. Aside from the possibility of 5
ackward regression leaves the varj.

» the mean represents the
example, 29.7 percenr of the homes
and 10.6 percent haye
03 represents the base,
ical sale prices and good
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Linear regression. A kind of statistical
analysis used to investigate whether a de-
pendent variable and a set of one or more
independent variables sharc a linear
correlation and, if they do, to predict the
value of the dependent variable on the ba-
sis of the values of the other variables.
Regression analysis of one dependent vari-
able and only one independent variable is
called simple lincar regression, but it is the
word simple (not linear) that distinguishes
it from multiple regression analysis with
its multiple independent variables.

Listing. The process by which the asses-
sor cnsures that records for the taxable
property identified during discovery arc
preserved with integrity, available for usc
in valuation activities, and ulimately
reflected in the assessment roll.

Locational obsolescence. A component
of economic obsolescence; loss in
value due to suboptimal siting of an
improvement.

Location variable. A variable, suchasthe
distance to the nearest commercial districtor
the traffic count onan adjoining street, that
seekstomeasurethe contribution ofloca-
tional factors to the total property value.

Logarithm; log. The number that, when
used as an exponent for another number
(called the base), resultsina third numberof
some practical interest (called the an-
tilogarithm). There are two bases that are
used with any frequency; the base 10
produces what are called common
logarithms, and the base 2.71828 (e
produa:swhatarecallednarurallogarithms.
For example, log,;100 = 2: 102 = 100
Logarithms were originally used to simplify
complexcalculationsinvolvingmultiplica-

PROPERTY APPRAISAL AND ASSESSMENT
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L : Bhrginal cost- The
tions 1r?asmuch 3s two, num F1,1 costs per urt ch
multiplied by adding their Io | b X
taking the antilog of the result/ia NMarginal physscalfp!

g utof 2

" in total outp
. one-unit change 10
© resource, holding

~ resources constant

are also used as means of
variables in regression analysis.

Log-linear relationship. A-cof |5
between two variables such
value of one variable changes by;2.cett
percentage, the value of the otherchan
by a certain amount. (Recall thab 16
arithms permit multiplication to___
by means of adding logs.) For exa
there is a log-lincar relationship betw
x and y in the following sequence: k.

x 5 6 7 8
y 20 30 45 675

. M arg'mal revenuc.
~ total revenu¢ 8
1ovel. lris price m

t.
foce

‘Marginal um
cconomic P

! Matgina‘ ntility.
utility to 2 co*
onc-unit chang
of an jtent.
Long run. A planning period long enoug
for a firm to be able to vary quantities oF :
all resources it uscs. a

Marginal utility
sumer choice’
maximize W¢

. ; 1
. o pudget such

Macroeconomics. The cconomics ofthe .
acroeconom he . ] Jollar is Q!

cconomy as a whole—the forces causing- -
recession, depression, and inflation to- g
gether with the forces resulting in cco= Market. Th
nomic growth. sellers inte
Mann-Whitney test. A testin inferential buyers and
statistics, similar to the Kruskal-Wallis Market pric
test, that seeks to determine whether the apdsellera
differences in values between two sets of Market ter
observations from any population are . ing in the
statistically significant. 2 ble to th
Map book and page system. A system | is capita
for parcel identification in which a code R ! the inc¢
(usually numeric) is used to identify each Ik -
parcel, each code containing four elements: R | Mar ..
the volume or book of maps in which the t;“le £
parcel is to be found, the page on which i | t’:e \:.'c
it is to be found, the block, and the in- s mark

dividual parcel on the block.
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