Appendix T



Standard on
Ratio Studies

Approved April 2013

INTERNATIONAL ASSOCIATION OF AsSESSING OFFICERS

The assessment standards set forth herein represent a consensus in the assessing profession and have been adopted by the
Executive Board of the International Association of Assessing Officers. The objective of these standards is to provide a
systematic means by which concerned assessing officers can improve and standardize the operation of their offices. The
standards presented here are advisory in nature and the use of or compliance with such standards is purely voluntary. If
any portion of these standards is found to be in conflict with the Uniform Standards of Professional Appraisal Practice
(USPAP) or state laws, USPAP and state laws shall govern. 305



4.5 Sample Representativeness
In general, a ratio study is valid to the extent that the sample
is sufficiently representative of the population.

The distribution of ratios in the population cannot be as-
certained directly and appraisal accuracy can vary from
property to property. By definition, a ratio study sample
would be representative when the distribution of ratios of
properties in the sample reflects the distribution of ratios of
properties in the population. Representativeness is improved
when the sample proportionately reflects major property
characteristics present in the population of sold and unsold
properties. As long as sold and unsold parcels are appraised
in the same manner and the sample is otherwise representa-
tive, statistics calculated in a sales ratio study can be used
to infer appraisal performance for unsold parcels.

However, if parcels that sell are selectively reappraised
based on their sale prices and if such parcels are in the
ratio study, uniformity inferences will not be accurate
(appraisals appear more uniform than they are). In this
situation, measures of appraisal level also will not be
supportable unless similar unsold parcels are appraised
by a model that produces the same overall percentage of
market vatue (appraisal level) as on the parcels that sold
(see Appendix E, "Sales Chasing Detection Techniques™),
Assessing officials must incorporate a quality control pro-
gram; including checks and audits of the data, io ensure
that sold and unsold parcels are appraised at the same level.

Operationally, representativeness is improved when the
following occur:

1. Appraisal procedures used to value the sample
parcels are similar to procedures used to value the
corresponding population

2. Accuracy of recorded property characteristics
data for sold property does not differ substantially
from that of unsold property,

3. Sample properties are not unduly concentrated in
certain areas or types of property whose appraisal
levels differ from the general tevel of appraisal in
the population

4. Sales have been appropriately screened and
validated (see Appendix A).

The first requirement generally is met unless sampled
parcels are valued or updated differently from nonsampled
parcels, or unless appraisals of sample parcels were done
at a different time than appraisals of nonsampled parcels.
For example, it is unlikely that the sample is representa-
tive of unsold parcels when the sample consists mostly of
new construction, first-time sales of improved properties,
condominivm conversions, or newly platted lots.

The second requirement is met only if value-related prop-
erty characteristics are updated uniformly for all property
in a class as opposed to being updated only upon sale.
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The third requirement relates to the extent to which ap-
praisal performance for the sample reflects appraisal
performance for the population.

The fourth requirement generally is met when the sales
to be used in the sample are properly screened, adjusted
if necessary, and validated.

4.6 Acquisition and Validation of Sales Data
Sales data are important in ratio studies and play a crucial
role in any credible and efficient mass appraisal system.
In some instances, it may be necessary to make adjust-
ments to sales prices so they are more representative of
the market. When there is more than one sale of the same
property during a study period, only one of the transac-
tions should be used in the ratio study. For guidelines on
sales validation see Appendix A.

5. Ratio Study Statistics and Analyses

Once data have been properly collected, reviewed, assem-
bled, and adjusted, outlier handling and statistical analysis
can begin. This process involves the following steps.

1. A ratio should be calculated for each observation
in the sample by dividing the appraised (or
assessed) value by the sale price.

2. Graphs and exhibits can be developed that show
the distribution of the ratios.

3. Exploratory data analysis, including outlier
identification and screening, and tests of the
hypotheses of normality may be conducted.

4. Ratio study statistics of both appraisal level and
uniformity should be calculated.

5. Reliability measures should be calculated.

An example of a ratio study statistical analysis report is
given in table 1-1.

5.1 Data Displays

Displays or exhibits that provide a profile or picture of
ratio study data are useful for illustrating general patterns
and trends, particularly to nonstatisticians. The particular
form of the displays, as well as the data used (e.g., sales
prices, sales ratios, and property characteristics) depends
on the purposes of the particular display. Types of displays
useful in ratio studies are arrays, frequency distributions,
histograms, plots, and maps (Gloudemans 1999).

Graphic displays can be used to

+ indicate whether a sample is sufficiently
representative of the properties in a stratum

* indicate the degree of nonnormality in the
distribution of ratios

* depict the overall level of appraisal
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Table 1-1. Example of Ratio Study Statistical Analysis Data

Analyzed
Rankof ratioof Appraised value

observation (%) Sale Price
1 48,000 138,000
2 28,800 59,250
3 78,400 157,500
4 39,840 74,400
5 68,160 114,900
6 94,400 159,000
7 67,200 111,500
] 56,960 93,000
9 87,200 138,720
10 38,240 59,700
1" 96,320 146,400
12 67,680 99,000
13 32,960 47,400
14 50,560 70,500
15 61,360 78,000
16 47,360 60,000
17 58,080 69,000
18 47,040 55,500
19 136,000 154,500
20 103,200 109,500
21 59,040 60,000
22 168,000 168,000
3 128,000 124,500
4 132,000 127,500
25 160,000 150,000
26 160,000 141,000
27 200,000 171,900
28 184,000 152,500
29 160,000 129,600
30 157,200 126,000
31 99,200 77,700
N 200,000 153,600
3 64,000 48,750
34 192,000 144,000
35 190,400 141,000
36 65,440 48,000

Note: Due to rounding, totals may not add to match those on fol-

Ratio (AV/SP
0.348
0.486
0.498
0.535
0.593
0.594
0.601
0.612
0.629
0.6M1
0.658
0.684
0.695
0.17
0.787
0.789
0.842

1.248
1.277
1.307
1313
1.333
1.350
1363

lowing table, which reports results of statistical analysis of above

data.
Results of statistical analysis

Statistic Result
Number of abservations in sample 36
Total appraised value $3,627,040
Total sale price §3,964,620
Average appraised value $100,751
Average sale price 10,128
Mean ratio 0.500
Median ratio 0.864
Weighted mean ratio 0.915
Coefficient of dispersion (COD) 29.8%
Price-related differential (PRD) 0.98
Price-related bias {PRB) coefficient {f-value) 232(3.01}
95% median two-tailed confidence interval {0.684,1.067)
95% weighted mean two-tailed confidence interval {0.806, 1.024)
Normal distribution of ratios {0.05 level of Reject—
significance) [YAgostine, Pearson X%,

and Shapiro-Wilk W

Date of analysis 9/99/9399
(ategory or ciass being analyzed Residential

12

* depict the degree of uniformity

+ depict the degree of value bias (regressivity or
progressivity)

* compare the level of appraisal or degree of
uniformity among strata

* detect outlier ratios

» identify specific opportunities to improve mass
appraisal performance

* track performance measures over time

5.2 Outlier Ratios

Outlier ratios are very low or high ratios as compared
with other ratios in the sample. The validity of ratio study
statistics used to make inferences about population param-
eters could be compromised by the presence of outliers
that distort the statistics computed from the sample, One
extreme outlier can have a controlling influence over some
statistical measures, However, some statistical measures,
such as the median ratio, are resistant to the influence of
outliers and trimming would not be required. Although
the coefficient of dispersion (COD) is affected by extreme
ratios, it is affected to a lesser extent than the coefficient
of variation (COV) and the mean. The weighted mean and
price-related differential (PRD) are sensitive to sales with
high prices even if the ratios on higher priced sales do not
appear unusual relative to other sales. Regression analysis,
sometimes used in assessment ratio analyses (e.g., when
ratios are regressed on sales prices or property charac-
teristics, such as lot size or living area), is also affected
by outliers: both ratio outliers and outliers based on the
comparison characteristics (an excelient treatment of the
assumptions made in regression and deviations from can
be found in Cook, R.D. and Weisberg, S. 1982).

Outlier ratios can result from any of the following:
1. an erroneous sale price

2. anonmarket sale
3. unusval market variability

4. a mismatch between the property sold and the
property appraised

5. an error in the appraisal of an individual parcel

6. an error in the appraisal of a subgroup of parcels

7. any of a variety of transcription or data handling
errors

In preparing any ratio study, outliers should be
1. identified

2. scrutinized to validate the information and correct
errors

3. trimmed if necessary to improve sample
representativeness
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indicates, for example, that assessment ratios fall by 4.5%
when values double and increase by 4.5% when values
are halved. Like all regression coefficients, the statistical
reliability of the PRB can be gauged by noting its r-value
and related significance level, and by computing confi-
dence intervals. In table 1-4 the PRB is -0.035 and is not
statistically significant.

Unacceptable vertical inequities should be addressed
through reappraisal or other corrective actions. In some
cases, additional stratification can help isolate the problem.
Measures of [evel computed for value strata should not
be compared as a way of determining vertical inequity
because of a boundary effect that is most pronounced in
the highest and lowest strata (Schultz 1996).

5.7 Tests of Hypotheses

Anappropriate test should be used whenever the purpose of
aratio study is implicitly or explicitly to test a hypothesis.
A hypothesis is essentially a tentative answer to a question,
such as, Are residential and commercial properties appraised
at equal percentages of market value? A test is a statistical
means of deciding whether the answer “yes” to such a ques-
tion can be rejected at a given level of confidence. In this
case, if the test leads to the conclusion that residential and
commercial properties are not appraised at equal percent-
ages of market value, some sort of corrective action on the
part of assessing officials is clearly indicated.

Tests are available to determine whether the
* level of appraisal of a stratum fails to meet an
established standard

« meaningful differences exist in the level of
appraisal between two ot more strata

* high-value properties are appraised at a different
percentage of market value than low-value
properties

Table 1-2. Tests of Hypotheses

STANDARD ON RATIO STUDIES—2013

Appropriate tests are listed in table 1-2 and discussed in
Gloudemans (1999), Property Appraisal and Assessment
Administration (IAAO 1990), and Improving Real Prop-
erty Assessment (IAAQ 1978, 137-54).

5.8 The Normal Distribution

Many conventional statistical methods assume the sample
data conform to the shape of a bell curve, known as the
normal (or Gaussian) distribution. Performance measures
based on the mean or standard deviation can be mislead-
ing if the study sample does not meet the assumption of
normality. As a first step in the analysis, the distribution
of sample ratios should be examined to reveal the shape
of the data and uncover any unusual features. Although
ratio study samples typically do not conform to the normal
distribution, graphical techniques and numerical tests can
be used to explore the data thoroughly. Traditional choices
are the binomial, chi-square, and Lilliefors tests. Newer
and more powerful procedures are the Shapiro-Wilk 7,
the D’ Agostino-Pearson X7, and the Anderson-Darling 4°
tests (D’Agostino and Stephens 1986).

3.9 Parametric and Distribution-Free (Non-

parametric) Statistics

For every problem that might be solved by using statis-
tics, there is usually more than one measure or test. These
measures and tests can be divided into two broad catego-
ries: parametric and distribution-free (nonparametric).
Parameltric statistics assume the population data conform
to a known family of probability distributions (such as the
normal distribution). When the mean, weighted mean, and
standard deviation are used in this context, they tend to be
more meaningful. Distribution-free statistics make less re-
strictive assumptions and do not require knowledge about
the shape of the underlying population distribution. Given
similar distribution of ratios in the underlying populations,
distribution free tests, such as the Mann-Whitney test,
can determine the likelihood that the level of assessment

Null Hypothesis Nonparametric Test ParametricTest
1. 'Ratios are normally distributed. Shapiro-Wilk W test N/A
[YAgostino-Pearson K test
Anderson-Darfing A? test
Lilktfores Test
2, Thelevel of appraisal meets legal requirements. Binomial test t-test
3. Two property groups are appraised at equal percentages of Mann-Whitney test -test
market value.
4, Three or more property groups are appraised at equal Kruskal-Wallis test Analysis of Variance
percentages of market value.
5. Low- or high-value properties are appraised at equal Spearman Rank test PRB, correlation or
percentages of market value, regression analysis
6. Sold and unsold parcels are treated equally. Mann-Whitney test f-test
308

15



STANDARD ON RATIO STUDIES--2013

to determine whether it can be reasonably concluded
that appraisal level differs from the established goal in a
particular instance. Additionally, when uniformity mea-
sures show considerable variation between ratios, level
measurements may be less meaningful.

9.1.1 Purpose of Level-of-Appraisal Standard
Jurisdictions that follow the IAAO recommendation of
annual revaluations (Standard on Property Tax Policy
[IAAO 2010] and Standard on Mass Appraisal of Real
Property [TAAO 2013]) and comply with USPAP standard
rules should be able to develop mass appraisal models that
maintain an overall ratio level of 100 percent (or very near
thereto). However, the local assessor may be compelled
to follow reappraisal cycles defined by a legal authority
or public policy that can extend beyond one year. During
extended cycles the influence of inflation or deflation can
shift the overall ratio.

The purpose of a performance standard that allows rea-
sonable variation from 100 percent of market value is to
recognize uncontroliable sampling error and the limiting
conditions that may constrain the degree of accuracy
that is possible and cost-effective within an assessment
Jurisdiction. Further, the effect of performance standards
on local assessors must be considered in light of public
policy and resources available.

9.1.2 Confidence Intervals in Conjunction with
Performance Standards

The purpose of confidence intervals and similar statisti-
cal tests is to determine whether it can be reasonably
concluded that the appraisal level differs from the estab-

Table 1-4. Demonstration Ratio Study Report

lished performance standard in a particular instance, A
conclusion of noncompliance requires a high degree of
confidence; thus, a 90 percent (two-tailed) or 95 percent
(one-tailed) confidence level should be used, except for
small or highly variable samples. The demonstration
ratio study report in table 1-4 presents 95% two-tailed
confidence interval estimates for the mean, median, and
weighted mean ratio.

9.2 Appraisal Uniformity

Assuming the existence of an adequate and sufficiently
representative sample, if the uniformity of appraisal is
unacceptable, model recalibration and/or reappraisal
should be undertaken. It is important to recognize that the
COD is a point estimate and, especially for small samples,
should not be accepted as proof of assessment uniformity
problems. Proof can be provided by recognized statistical
tests, including bootstrap confidence intervals.

In unusually homogeneous strata, low CODs can be
anticipated. In all other cases, CODs less than 5 percent
should be considered suspect and possibly indicative of
nonrepresentative samples or selective reappraisal of
selling parcels.

9.2.1 Uniformity among Strata

Although the goal is to achieve an overall level of ap-
praisal equal to 100 percent of the legal requirement,
ensuring uniformity in appraisal levels among strata
also is important. The level of appraisal of each stratum
(class, neighborhood, age group, market areas, and the
like) should be within 5 percent of the overall level of ap-
praisal of the jurisdiction. For example, if the overall level
of appraisal of the jurisdiction is 1.00, but the appraisal

Rank Parcel # Appraised value Sale price* Ratio Statistic Result

1 9 $87,200 138,720 0.629 [{Number {n} 17
2 10 38,240 59,700 0.641 |[Total appraised value §1,455,330
3 1 96,320 146400 0.658 [[Total sale price $1,718,220
1 12 68,610 99,000 0.693 _||Avg appraised value $85,608
5 13 32,960 47,400 0.695 ||Avasale price $101,072
6 14 50,560 70,500 0.717
7 15 61,360 78,000 0.787 |IMeanratio 0.827
8 16 47,360 60,000 0.789 {iMedian ratio 0.820
9 17 56,580 69,000 0.820 HWeighted mean ratio 0.847
10 18 47,040 55,500 0.843
1 19 136,000 154,500 0.880 _HlCoefficient of dispersion 145 |
12 20 98,000 109,500 0.895 ||Price-related differential 0.98
13 b4 56,000 60,000 0.933 ||PRB —~0.035
14 2 159,100 168,000 0.947 |IPRB coefficient {t-vatue) 0135024 |
15 23 128,000 124,500 1.028
16 24 132,000 127,500 1.035_|195% conf. int. mean (two-tailed) 0.754 0 0.501
17 25 160,000 150,000 1.067 _195% conf. int. median (two-tailed) 0.695 t0 0.933

95% conf. int. wtd. mean (two-tailed) 0.759 10 0.935

Date: 0/0/00. No outlier trimming
* or adjusted sale price
309
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Abstract . : A 0L

Statistical errors are common in scientific literature and about 50% of the published articles have at
least one error. The assumption of normality needs to be checked for many statistical procedures,
namely parametric tests, because their validity depends on it. The aim of this commentary is to
overview checking for normality in statistical analysis using SPSS.

Keywords: Normality, Statistical Analysis

1. Background Go to:

Statistical errors are common in scientific literature, and about 50% of the published articles have at
least one error (1). Many of the statistical procedures including correlation, regression, t tests, and
analysis of variance, namely parametric tests, are based on the assumption that the data follows a
normal distribution or a Gaussian distribution (after Johann Karl Gauss, 1777-1855); that is, it is
assumed that the populations from which the samples are taken are normally distributed (2-53). The
assumption of normality is especially critical when constructing reference intervals for variables (6).
Normality and other assumptions should be taken seriously, for when these assumptions do not hold, it
is impossible to draw accurate and reliable conclusions about reality (2, 7).

With large enough sample sizes (> 30 or 40), the violation of the normality assumption should not
cause major problems (4); this implies that we can use parametric procedures even when the data are
not normally distributed (8). If we have samples consisting of hundreds of observations, we ¢an ignore
the distribution of the data (3). According to the central limit theorem, (a) if the sample data are
approximately normal then the sampling distribution too will be normal; (b) in large samples (> 30 or
40), the sampling distribution tends to be normal, regardless of the shape of the data (2, 8); and (c)
means of random samples from any distribution will themselves have normal distribution (3). Although
true normality is considered to be a myth (8}, we can look for normality visually by using normal plots
(2, 3) or by significance tests, that is, comparing the sample distribution to a normal one (2, 3). It is
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important to ascertain whether data show a serious deviation from normality (8). The purpose of this
report is to overview the procedures for checking normality in statistical analysis using SPSS.

2.Visual Methods ] o T

Visual inspection of the distribution may be used for assessing normality, although this approach is
usually unreliable and does not guarantee that the distribution is normal (2, 3, 7). However, when data
are presented visually, readers of an article can judge the distribution assumption by themselves (9).
The frequency distribution (histogram), stem-and-leaf plot, boxplot, P-P plot (probability-probability
plot), and Q-Q plot (quantile-quantile plot) are used for checking normality visually (2). The frequency
distribution that plots the observed values against their frequency, provides both a visual judgment
about whether the distribution is bell shaped and insights about gaps in the data and outliers outlying
values (10). The stem-and-leaf plot is a method similar to the histogram, although it retains information
about the actual data values (8). The P-P plot plots the cumulative probability of a variable against the
cumulative probability of a particular distribution (e.g., normal distribution). Afier data are ranked and
sorted, the corresponding z-score is calculated for each rank as follows: = = x -, /. This is the expected
value that the score should have in a nommal distribution. The scores are then themselves converted to
z-scores. The actual z-scores are plotted against the expected z-scores. If the data are normally
distributed, the result would be a straight diagonal line (2). A Q-Q plot is very similar to the P-P plot
except that it plots the quantiles (values that split a data set into equal portions) of the data set instead of
every individual score in the data. Moreover, the Q-Q plots are easier to interpret in case of large
sample sizes (2). The boxplot shows the median as a horizontal line inside the box and the interquartile
range (range between the 25 " to 75 ™ percentiles) as the length of the box. The whiskers (line
extending from the top and bottom of the box) represent the minimum and maximum values when they
are within 1.5 times the interquartile range from either end of the box (10). Scores greater than 1.5
times the interquartile range are out of the boxplot and are considered as outliers, and those greater than
3 times the interquartile range are extreme outliers. A boxplot that is symmetric with the median line at
approximately the center of the box and with symmetric whiskers that are slightly longer than the
subsections of the center box suggests that the data may have come from a normal distribution (8).

3. Normality Tests Go to:

The normality tests are supplementary to the graphical assessment of normality (8). The main tests for
the assessment of normality are Kolmogorov-Smirnov (K-S) test (7), Lilliefors corrected K-S test (7,
10), Shapiro-Wilk test (7, 10), Anderson-Darling test (7), Cramer-ven Mises test (7), D’Agostino
skewness test (7), Anscombe-Glynn kurtosis test (7), D’ Agostino-Pearson omnibus test (7), and the
Jarque-Bera test (7). Among these, K-S is a much used test (11) and the K-S and Shapiro-Wilk tests can
be conducted in the SPSS Explore procedure (Analyze — Descriptive Statistics — Explore — Plots —
Normality plots with tests) (8).

The tests mentioned above compare the scores in the sample to a normally distributed set of scores with
the same mean and standard deviation; the null hypothesis is that “sample distribution is normal.” If the
test is significant, the distribution is non-normal. For small sample sizes, normality tests have little
power to reject the null hypothesis and therefore small samples most often pass normality tests (7). For
large sample sizes, significant results would be derived even in the case of a small deviation from
normality (2, 7), although this small deviation will not affect the results of a parametric test (7). The
K-S test is an empirical distribution function {EDF) in which the theoretical cumulative distribution
function of the test distribution is contrasted with the EDF of the data (7). A limitation of the K-S test is
its high sensitivity to extreme values; the Lilliefors correction renders this test less conservative (10). It
has been reported that the K-S test has low power and it should not be seriously considered for testing
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normality (11). Moreover, it is not recommended when parameters are estimated from the data,
regardless of sample size (12).

The Shapiro-Wilk test is based on the correlation between the data and the corresponding normal scores
(10) and provides better power than the K-S test even after the Lilliefors correction {12). Power is the
most frequent measure of the value of a test for normality—the ability to detect whether a sample
comes from a non-normal distribution (11). Some researchers recommend the Shapiro-Wilk test as the

- best choice for testing the normality of data (11).

4. Testing Normality Using SPSS — _ Goto

We consider two examples from previously published data: serum magnesium levels in 12-16 year old
girls (with normal distribution, n = 30) (13) and serum thyroid stimulating hormone (TSH) levels in
adult control subjects (with non-normal distribution, n = 24) (14). SPSS provides the K-S (with
Lilliefors correction) and the Shapiro-Wilk normality tests and recommends these tests only for a
sample size of less than 50 (8).

In Figure, both frequency distributions and P-P plots show that serum magnesium data follow a normal
distribution while serum TSH levels do not. Results of K-S with Lilliefors correction and Shapiro-Wilk
normality tests for serum magnesium and TSH levels are shown in Table. It is clear that for serum
magnesium concentrations, both tests have a p-value greater than 0.05, which indicates normal
distribution of data, while for serum TSH concentrations, data are not normally distributed as both p
values are less than 0.05. Lack of symmetry (skewness) and pointiness (kurtosis) are two main ways in
which a distribution can deviate from normal. The values for these paramelers should be zero in a
normal distribution. These values can be converted to a z-score as follows:

I Figure
2 Histograms (Left) and P-P Plots (Right) for Serum Magnesium
fililles and TSH Levels

gyl

wils

= .| Table

N Skewness, kurtosis, and Normality Tests for Serum
Magnesium and TSH Levels Provided by SPSS

Z.S'h'bl‘"r:.r.\': Skewness-0/ SE Akrwress and Z Kurtesis= Kurtosis-0/ SE Kurtowiz-

An absolute value of the score greater than 1.96 or lesser than -1.96 is significant at P < 0.05, while
greater than 2.58 or lesser than -2.58 is significant at P < 0.01, and greater than 3.29 or lesser than -3.29
is significant at P < 0.001. In small samples, values greater or lesser than 1.96 are sufficient to establish
normality of the data. However, in large samples (200 or more) with small standard errors, this criterion
should be changed to + 2.58 and in very large samples no criterion should be applied (that is,
significance tests of skewness and kurtosis should not be used) (2). Results presented in Table indicate
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that parametric statistics should be used for serum magnesium data and non-parametric statistics should
be used for serum TSH data.

5. Conclusions Go to:

According to the available literature, assessing the normality assumption should be taken into account
for using parametric statistical tests. It seems that the most popular test for normality, that is, the K-S
test, should no longer be used owing to its low power. It is preferable that normality be assessed both
visually and through normality tests, of which the Shapiro-Wilk test, provided by the SPSS software, is
highly recommended. The normality assumption also needs to be considered for validation of data
presented in the literature as it shows whether correct statistical tests have been used.
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Significance value

The significance value, or p value, is the probability that a result occurred by chance. The significance value is compared to a predstermined
cutoff {the significance level) to determine whether a test is statistically significant. If the significance value is less than the significance level (by
default, 0.05), the test is judged to be statistically signficant.

The significance value doss not indicate whether a result is practically significant. Effect size is another measure from a statistical test. It helps
determine the practical significance. IBM® Watson Analytics™ uses both the significance value and the effect size to determine whether a result
is important enough to display.

Parent topic:
a Statistical terms
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Setting the Significance Levels

Version 6,01 v

By default, the column proportions, column mean, net difierence test, and paired preference tests are run at the 5% significance level.
However, you can optionally run a test at another significance level, such as the 10% or 1% significance level,

You can alse run the test al two significance levels on the same table. In the resulting table, the IDs of columns that are significant at the higher
leve!l appear in upper case, and those that are significant at the lower level appear in lower case.

You select this option using the Sigleve/statistics property. For exampla:

Tablsloe.Takloz.MyTabla.3tatiatice[9) . Proprrtioa ["Slqleval™] = |
The Statistics and Statistic objects impterent the mrScriptBasic dynamic property expansion feature. This means that an alternative way of
writing this would be:

Tanielouz.Tables My Table. Staticticy . ColumnPrapartions Slgleveal o )

See the topic Dynamic Property Expansion for more information.
Torun the test at two significance levels, use the SiglevelLow statistics property to display the lower significance level, For example:

Tablelocs.Tablea M Tabla.5tacinticy . Columnbropartions . Jiglevl = 1

Tableloc.Tablee. HMyTable.ftatissics ColumsPropart tene. Sigreyellow = 5

In the resulting table, the IDs of columns that are significant at the higher leve! appear in upper case, and those that are significant at the lower
level appear in lower case.

Note: If you are using two levels of significance, ensure that the value of the SigLevelLow property is greater than that of the Siglevelproperty,
as it represents a higher probability that the results are due ta chance, and therelore a lower level of significance.

Licensed Materias - Property of lBM @ Copyright IBM Corporation 2000, 2011
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